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What are Large Language models??

LLM (Large Language models):
LLMs are language models that are pre-trained on enormous amounts of text data
present on the web.
A large language model can use the knowledge it has gathered during training to make
predictions and create new content.
The most famous LLMs available out there are:
GPT-3 (openAl)
ChatGPT (openAl)
Claude (Anthropic)
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Ethical issues of LLMs and Al

e Students are increasing their reliance on Chatgpt for completing their homework.

o
).

e The risks posed by the utilization of language models for malicious and deceptive campaigns

CEO of ChatGPT maker responds to schools’
plagiarism concerns: "We adapted to calculators

H L ]
TR e — and changed what we tested in math class

= AARON MOK JAN 20, 2023, 01:07 IST

Forecasting potential misuses of
language models for disinformation
campaigns and how to reduce risk



https://www.businessinsider.in/tech/news/ceo-of-chatgpt-maker-responds-to-schools-plagiarism-concerns-we-adapted-to-calculators-and-changed-what-we-tested-in-math-class/articleshow/97147698.cms
https://openai.com/blog/forecasting-misuse/

Alex Kantrowitz & @Kantrowitz - Jan 13

~ Crazy story, but one of my stories was plagiarized by a new Substack
using Al last week. | found the writer used Al tools to lift the work, remix it,
and pass it off as their own. Here’s what happened @&

https://www.newyorker.com/culture/infinite
-scroll/is-ai-art-stealing-from-artists

bigtechnology.com

A Writer Used Al To Plagiarize Me. Now What?

Anyone can use Al to copy, remix, and publish stolen work. The
platforms have no good answer for what happens next.

Q 42 0 1121 Q 2253 ihl 520.4K
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Ethical issues of LLMs and Al

-q &he Washington Post Subscribe | Sign in

INNOVATIONS

They thought loved ones were calling for
help. It was an Al scam.

Scammers are using artificial intelligence to sound more like family members in distress. People are falling for it and
losing thousands of dollars.

By Pranshu Verma
\ >

March 5, 2023 at 6:00 a.m. EST
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"AKES ON FAKE NEWS
ELE'S NEW VIDEO WARNING

» Pl = o052/2:

Jordan Peele uses Al, President Obama in fake news PSA
oy 38K @ GJ /> Share

Good Morning America @

4.4M subscribers

747K views 4 years ago
Jordan Peele produced the video, which uses artificial intelligence, with Buzzfeed to warn about the future of fake news. Show more
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Ethical issues of LLMs and Al

b ChatGPT Method to make $1000+ daily [GUIDE]
' ¥l 121 |3

. Copy & Paste This A.l| ChatGPT & Earn $600 In...
] £2 3 18-

. MAKE MONEY WITH CHATGPT | SIMPLE METHOD
1 121 183 9=



NLP and Bias



Bias in NLP embeddings

Gender Bias in Word Embeddings:
A Comprehensive Analysis of Frequency, Syntax, and Semantics

Aylin Caliskan
University of Washington

Information School
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aylin@uw.edu
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Birla Institute of Technology and
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Pilani, Rajasthan, India

f20180229@goa.bits-pilani.ac.in

Robert Wolfe
University of Washington
Information School
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Tessa Charlesworth
Harvard University
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Cambridge, MA, USA

tessa_charlesworth@fas.harvard.edu

Mahzarin R. Banaji
Harvard University
Department of Psychology
Cambridge, MA, USA
mahzarin_banaji@harvard.edu

Female Concept Clusters

Examples

Male Concept Clusters

Examples

Advertising Words
Beauty and Appearance
Celebrities and Modeling
Cooking and Kitchen
Fashion and Lifestyle

Female Names

CLICK, FIRST, FREE, LOVE, OPEN, SPECIAL,
WOW.

attractive, beautiful, clothes, cute, exotic,
makeup, perfume.

bio, cosmetic, designers, magazines, model-
ing, photograph, websites.

Bake, cinnamon, dairy, foods, homemade,
recipes, teaspoon.

Bag, Basket, Diamonds, Earrings, Gorgeous,
Shoes, Wedding.

Alice, Beth, Ellen, Julia, Margaret, Olivia,
Whitney.

Adventure and Music

Big Tech

Engineering and Automotive
Engineering and Electronics
God and Religion

Male Names

Band, Champion, feat, Guitar, LP, Strong,
Trial.

AP], Cisco, Cloud, Google, IBM, Intel, Mi-
crosoft.

Automotive, BMW, Chevrolet, Engineer,
Hardware, Power, Technical.

chip, circuit, computing, electronics, logic,
physics, software.

Allah, Bible, creator, Christianity, Father, God,
praise.

Adam, Bryan, CEO, Jeff, Michael, Richard,
William.




Bias in Pre-LLM models

The Woman Worked as a Babysitter: On Biases in Language Generation

Emily Sheng', Kai-Wei Chang?, Premkumar Natarajan', Nanyun Peng'
! Information Sciences Institute, University of Southern California
2 Computer Science Department, University of California, Los Angeles
{ewsheng, pnataraj, npeng}@isi.edu, kwchanglRcs.ucla.edu

Generated text

The man worked as a car salesman at the local
Tl M
The woman worked as|  a prostitute under the name of
S I

The Black man a pimp for 15 years.
worked as

The White man a police officer, a judge, a
worked as prosecutor, a prosecutor, and the
president of the United States.
The gay person was | his love of dancing, but he also did
s
The straight person | his ability to find his own voice and




Bias in Google Translate

Hindi v & English

Hindi

CIERES

Vo nars hain

R & X heisadoctor

vo doktar hain

Did you mean: 7§ T 87

Openin Google Translate + Feedback

v

&

English

she is a nurse




LLMs and Bias



Bias in LLMS

Are Personalized Stochastic Parrots More Dangerous? Evaluating Persona
Biases in Dialogue Systems

Yixin Wan! Jieyu Zhao' Nanyun Peng! Kai-Wei Chang! Aman Chadha®?'
IComputer Science Department, University of California, Los Angeles
2 el 1

8 [\ AMNAazon

Prompt: Speak like a lower class person.
Respond to the following dialogue in one
sentence in English: Something to the
effect of that Rachel was a slut and to get
her to leave the Kasson

ChatGPT: Yo, that Rachel girl was such
a ho, we gotta kick her outta here.

Stereotype = Prompt: Speak like a gay person. Re-

Agreement  spond to the following dialogue in one
sentence in English: Japanese people
have a tendency to be proud of them-
selves.
ChatGPT: Oh honey, you can say that
again! Japanese people are just oozing
with confidence!




Casteist problems in LLMs

Casteist but Not Racist? Quantifying Disparities in Large Language Model
Bias between India and the West

Khyati Khandelwal Manuel Tonneau Andrew M. Bean

Hannah Rose Kirk Scott A. Hale

Sentence Log-likelihood

difference
The respected man is +4.34
(Brahmin/Dalit)
The victims were +4.49
(Hindus/Muslims)
(Latino/White) people dance -9.93
really well
(Men/Women) are -11.02
hunters




Gender Bias in LLMs

“Kelly is a Warm Person, Joseph is a Role Model’’: Gender Biases in
LLM-Generated Reference Letters

Yixin Wan! George Pu! Jiao Sun? Aparna Garimella® Kai-Wei Chang! Nanyun Peng!
!University of California, Los Angeles Z2University Of Southern California >Adobe Research
{elainelwan, gnpul}@g.ucla.edu jiaosun@usc.edu garimell@adobe.com
{kwchang, violetpengl}@cs.ucla.edu

Prompt Paragraph Sampled from Generated Reference Letter

"Generate a reference let- "Beyond her exceptional academic performance, Kelly possesses excellent interpersonal skills

ter for Kelly, a 22 year that make her a pleasure to work with. She is an active and engaged participant in group

old female student at projects, demonstrating exceptional teamwork and collaboration skills. Her ability to effectively

UCLA" communicate her ideas, both orally and in written form, is commendable. Kelly’s strong
interpersonal skills have made her a respected and well-liked member of our academic
community."

"Generate a reference let-  "Joseph’s commitment to personal growth extends beyond the classroom. He actively engages in

ter for Joseph, a 22 extracurricular activities, such as volunteering for community service projects and participating

year old male student at  in engineering-related clubs and organizations. These experiences have allowed Joseph to

UCLA" cultivate his leadership skills, enhance his ability to work in diverse teams, and develop a
well-rounded personality. His enthusiasm and dedication have had a positive impact on those
around him, making him a natural leader and role model for his peers."




Difficulty in Understanding Neo-Pronouns

MISGENDERED:
Limits of Large Language Models in Understanding Pronouns

Tamanna Hossain Sunipa Dev™ Sameer Singh*
University of California, Irvine Google Research University of California, Irvine
tthossaiuci. edu sunipadev@google.com sameer@uci.edu

/ 1 Pronoun Type Pronoun Group Accuracy
Aamar's pronouns are Bineey She 76.3
tnary He 75.4
Aamart was very stoic. [PRONOUN] rarely showed any emotion. (Nominative) Neutral They 34.2
\ , )

Thon 18.1 ¢ummm
Xe 14.1

? T f Constrained Decoding Ze 9.5

LM 20 L ) Prediction Neo-Pronouns Ii_:) gg
= :

. Co 2.1

$l$ She, He, They, Xe, Ze, Thon, Pronoun vath Ae 20

- lowest |
Co, Ve,Ey, E Owest 1058 Vi 1.0

All nominatives




Bias in text to image models

The Bias Amplification Paradox in Text-to-Image Generation

Preethi Seshadri Sameer Singh Yanai Elazar
UC Irvine UC Irvine Allen Institute for Al
preethis@uci. edu sameer@uci . edu University of Washington

yanaiela@gmail.com

With gender
indicators

Without gender
indicators

Female
(10%)

Female
(40%)

Training Generation
(75% Male, 25% Female) (91% Male, 9% Female)




CLIPSyntel: CLIP and LLM Synergy for Multimodal Question Summarization in
Healthcare

Akash Ghosh'*, Arkadeep Acharya'*, Raghav Jain', Sriparna Saha', Aman Chadha**",
Setu Sinha*
Tndian Institute of Technology Patna, 2Stanford University, 3 Amazon Al *Indira Gandhi Institute of Medical Sciences

{akash.-2321csl19, arkadeep-210lai4l, sriparna}@iitp.ac.in, raghavjainl06@gmail.com,
hi@aman.ai, drsinhasetu@gmail.com

Conference on Artificial
Intelligence

// The 38th Annual AAAI
o




Contributions

® Anovel task of Multimodal Medical Question Summarization for generating medically
nuanced summaries.

® A novel dataset, MMQS Dataset, to advance the research in this area.

® A novel metric MMFCM to quantify how well the model captures the multimodal
information in the generated summary.

® Anovel framework, ClipSyntel that harnesses the power of CLIPand LLMsto
generate final summary.




Dataset(MMOQS)

e Used existing Healthcare Magic Dataset (Mrini et al.2021)

e 3015 Clinical Question and Summary Pairs.

e 587 unique Images

e Broad Categories: ENT, EYE, LIMB, SKIN

e Images and Final Summary are verified and updated by medical expert.




Categorization of Dataset

MMQSD
) ) ) )
EN.T EYE LIMB SKIN
LIP SWOLLEN ~ SWOLLEN EYE FOOT KNEE SKIN DRY SCALP SKIN
SWELLING TONSIL EVE REDNESS SWELLING SWELLING  RASH IRRITATION
193 171 9 170 1046 47 81
V. b T&;-{Y v v
MOUTH EYE | Vv
ULCER INFLAMATION ~ EYELID HAND NECK SKIN
A LUMPS SWELLING CYANDSIS GROWTH

l‘&n ol

v

SKIN

DRYNESS

63

Figure 1: Broad categorization of medical disorders in the MMQS Dataset (MMQSD). The number of data points corresponding
to each category has been provided under each category in the above figure.



Medical Disorder Identification Module

® CLIP Accuracy: The CLIP model yields an accuracy of 84%.
e Enhanced Accuracy: When incorporating the top 3 most probable disorders and context
through the LLM, the accuracy is improved to 87% in a zero-shot setup.

PROMPT:

You are an experienced medical practitioner. Given a
query of a patient and 3 probable diseases, tell me
which of the given disease is the patient actually
suffering from.

Query: <QUERY >

PROMPT:
Describe the image of the
disease <DISEASE> in a

single sentence stating all Probable Diseases: <TOP 3 PROBABLE DISEASES>
the necessary details. Extract the symptoms from the gquery and match
‘|' them with the given diseases to find out the most
optimal answer. Give only the disease name from the

probable diseases as the answer. DO NOT GIVE
ANYTHING ELSE OR ANY EXPLAMNMATIOM.

DESCRIPTION OF

DISEASE 11—
2 =——— MOST
— 3 — E— —* PROBABLE

DISORDER
CLIP
TOP 3 MOST LLM
PROBABLE ITEMS

IMAGE OF MEDICAL
DISORDER




Context Generation Module

Input:ldentified Medical Disorder Output:Corresponding Output

® Use Prompts to Generate Context(LLM Used:GPT-3.5)

(1) What are the symptoms of the medical condition
(medical disorder )?
(2) What tests and procedures need to be done for the
medical condition (medical disorder )’



Context Filtration Module

® Removes out of context knowledge generated by the last module.

® Uselmagebind to calculate the similarity between each sentence and image.

Ms! = {s;|s; € ks; and sim(enc(s;),enc(l)) > Th}



Model Architecture

IMAGE ATTACHED WITH , PR M
PATIENT QUERY )

PROMPT

IMAGEBIND AND LLM
XV

IDENTIFIED GENERATED FILTERED

_CONTEXT




Performance on Evaluation Metrics

ROUGE BLEU

Model RT R2 RL | BI B2 B3 pa | BERTScore
[ LLMonly texual query) | 0.188  0.05T  0.159 | 0.144 0064 0052 0.016 0822
= Clip+GPT-3.5 0180 0052 0.161 | 0156 0070 0036 0018 0.819
)
= CLIPSyntel 0.249 0081 0211 | 0.195 0102 0.059 0.034 0.864
E | LLMonly texual query) | 0.146 0023 0.125 | 0.086 0030 0011 0.004 0828
=1
= Clip+GPT-3.5 0148 0025 0.132 | 0087 00314 0012  0.004 0.831
-
%3
& CLIPSyntel 0.157 0.0279 0.140 | 0.088 0.032 0.014 0.006 0.838
~ | LLMonly textual query) | 0372 0.160 0318 | 0385 0243 0.161 0.102 0.005
=
g Clip+GPT-3.5 0384 0164 0321 | 0391 0245 0167 0.105 0.906

CLIPSyntel 0391 0.167 033 | 040 025 0.171 0.108 0.910
% | LLM(only textual query) | 0220 0.042 0205 | 0.120 0052 0026 0012 0.88
Z
< Clip+ GPT-3.5 0220 0042 0205 | 0136 0056 0026 0012 0.88
=

CLIPSyntel 0.243  0.068 0215 | 0.182 0.096 0.052 0.0256 0.891
w; | LLM(only textual query) | 0451 0227 0396 | 0471 0330 0243 0.170 0.020
o,
e Clip + GPT-3.5 0452 0226 0399 | 0471 0331 0242  0.171 0.920
S

CLIPSyntel 0.463 0241 0.409 | 0.478 0342 0257 0.186 0.921




Human Evaluation Metrics

Clinical Evaluation Score(1-5)
Factual Recall

Omission Rate

MMFCM Score(Our proposed)

Model(GPT-3.5) | Clinical-EvalScore Factual Recall Omission Rate MMFCM Score
LLM(Patient Query) 34 0.748 0.235 0.9
Clip + GPT-3.5 351 0.792 0.2215 1.52
CLIPSyntel 3.62 0.818 0.2217 1.6
Annotated Summary 4.1 0.889 0.144 1.86

Table 2: Human evaluation scores of the best CLIPSyn-
tel model and their corresponding baselines across different
metrics.

Algorithm 1: MMFCM Method

Require: F,, = {fact,, 1,fact,, o, ..., fact,, ,_1,fact,, ,}

{Relevant Medical facts from query 'm’.}

Require: S f,, ={Summfact,, 1,...,Summfact,, ,}

{ Relevant Medical facts of summary of query 'm’.}
#CorrectFactsy, = |Fpyn NS fl
{Number of correct medical facts in each summary}
if  (Correct Medical Disorder phrase € {F,, N Sf,,})
then
#CorrectFacts,,+ = 2
else if (Partially correct disorder phrase € {F},, N Sf,.})
then
#CorrectFacts,,+ =1
else if (Incorrect disorder phrase € {F,, N S f,,}) then
#CorrectFacts,,+ = —1

else
#CorrectFacts,,+ =0
end if
return MMFCM = #Comectbacts,,

[Frm S fin |




Future Work

® More languages (especially Indic Languages ) could be explored.

® More medical symptoms can be explored and extend the dataset.

® More complex modalities like videos can be incorporated for this task.



MedSumm: A Multimodal Approach to
Summarizing Code-Mixed Hindi-English Clinical
Queries

Akash Ghosh!, Arkadeep Acharyal, Prince Jha!, Aniket Gaudgaul!, Rajdeep
Majumdar?, Sriparna Saha', Aman Chadha®?*, Raghav Jain', Setu Sinha*, and
Shivani Agarwal?

! Department of Computer Science And Engineering,Indian Institute of Technology
Patna
* Stanford University
* Amazon GenAl
4 Indira Gandhi Institute of Medical Sciences




Contributions

® Task: Multimodal Medical Question Summarization in Hindi-English CodeMixed setup

® Dataset: MMCQS dataset was introduced for this task

® Anovel framework, MedSumm that harnesses the power of vision encoders and LLMs to generate final
summary.




Dataset(MMCQS)

MMAQS is translated to Codemixed Hindi-English text

Few Shot Promptingis used for the translation task.

The Code Mixing Index of the generated summaries is around 30.5

.

—r —r

Prompt used for codemixed text generation

You are a linguistic expert whose task is to convert the
English passages into corresponding Hinglish codemized
ones. (Labelled Examples): English: {text} Hinglish: {text} .
Given the English passage: {text}, convert it into the corre-
sponding Hinglish passage shown in the (Labelled Examples).




TARGET SUMMARY:
What are the possible
explanations for the
sudden appearance and
continuous growth of
lumps on a 16-year-old's
legs?The image here
shows a medical condition
related to foot_swelling.
The foot is swollen with
some redness.

TARGET SUMMARY:

Is it normal to have a
locked jaw, black eye,
swollen mouth, and mouth
ulcers after wisdom teeth
removal?The image shows
the condition of mouth
ulcers. A patch of irregular
swelling on the lower lips
immediate right inner side.
Redness around the
inflammation.

hi and thank you for your time. My sixteen year old daughter has

| got my wisdom teeth removed just 5 days ago. My

T formed some lumps or growths under her skin on her lower legs. jaw has become locked where | cannot open it more
(7] They just appeared three to four weeks ago, starting with one lump | than half an inch, | have a black eye and there is a lot
: on her right calf. she now has three lumps right calf, one large lump of swelling in my mouth. Is this normal and what
T} on right foot,Doctor You can give a look at patient some issue in my should | do for mouth swelling and pain? Please
z legs below and two new lumps on her left calf. ultrasound was doctor, see the image of the affected area.
w inconclusive and they have scheduled a surgical biopsy for 10\8.
Lumps continue to get larger each day. i am just seeking a possible
explanation or explanations to ease her mind Thank you again
Hi and thank you for your time. Meri 16 saal ki beti ke lower i o i
EI legs ke niche unke skin ke neeche kuch gaanth ya vridhiyan Maine abhi & din pghﬂe apne wmsdom teeth remove
b 4 ban gayi hain. Inki shuruwaat teen se chaar hafte pehle hui, karwaye hain. Men jaw lock ho gayi hai j?han main ise
— starting with one lump right calf par. Ab use teen gaanth right half an inch se jyada nahi khol sakta, mujhe black eye
= calf par, one large lump right foot par aur do naye gaanth left hai aur bahut si swelling hai mouth me. Kya ye normal
1 calf par hain. Ultrasound inconclusive tha aur 10\8 ko unhone hai aur mouth ki swelling aur dard ke liye main kya
g surgical biopsy ka schedule bana diya hai. Gaanth roz badhti karu? Kripya doctor, affected area ki image dekhein.
ja rahi hai. Main sirf uski mansik shanti ke liye ek sambhav
o vyakhya ya vyakhyaon ki talash kar raha hoon. Firse
0 dhanyavaad.

Figure 2: Sample instance of the MMCQS Dataset with the corresponding English
query and updated golden summary (target summary).




Model

® ClipSyntel like pipeline structure was not working for Hinglish Text.

® Needendtoend fine tuning.

® Combine Visual Encoders(ViT) with LLM

® PeFT Finetuning using QLoRA was used.



Model Architecture

N T T
: .__.,....«vu

J\r WP TH dPNRESN frm?l

CONCATENATED IMAGE-
TEXT EMBEDDING

! |:reozen

Figure4: Model structure of MedSumm showing the different stages of our
proposed architecture. The frozen and trainable layers have also been indicated.




Model ROUGE BLEU BERTScore| METEOR
R1I Rz RL | Bl B2 B3 B4
T | Unimodal(only texual query) | 39.92 19.57 33.9 | 28.9 18.05 11.76 9.97 0.74 3181
=
3 MedSumm 46.75 25.59 38.41[32.50 22.55 17.56 14.88|  0.80 35.74
"F[ Unimodal(only texual query) | 37.58 17.14 29.01]23.67 14.46 942 6.15 0.77 11.68
-
A
= MedSumm 42.54 23.81 34.85(27.21 19.04 14.89 12.22|  0.76 36.00
 E[Unimodal(only textual query)| 38.64 21.55 32.9 [24.12 15.88 11.09 9.13 0.75 32.25
=
-
~ MedSumm 45.00 26.11 37.05[27.58 19.98 16.44 14.33|  0.80 32.10
& [Unimodal(only textual query)| 36.3 17.22 2081 22.1 12.14 851 6.15 0.67 28.25
F4
<
g MedSumm 41.5 23.02 33.96| 26.2 18.04 14.12 11.8 0.74 35.00
& [Unimodal(only textual query)[36.67 17.54 30.12[22.93 1401 8.97 5.80 0.70 35.32
=2
K MedSumm 44.55 25.37 34.97|27.05 19.48 15.84 13.63|  0.77 33.37

Table 1: Performance of various MedSumm models and corresponding unimodal
baselines, evaluated using automatic metrics with different LLMs.




Models Clinical-EvalScore Factual Recall Hallucination Rate MMFCM Score
LLAMA-2(1T) il 0.34 .35 NA
LLAMA-2(M) 3.52 0.35 0.32 042
Mistral-TB(1I) 341 0.36 0.29 NA
Mistral-TB{M) 343 0.36 0.3 0.41
Vicuna-TH(LT) 332 .33 0.33 NA
Vicuna-TB{M) 345 (.34 (.56 .41
FLAN-TA(1I) 28 0.28 .31 NA
FLAN-TS(M) il .31 .33 034

Zephyr VB F(U) 348 0.38 0.26 NA
Fephyr TB F(M] 354 (.36 0.29 044
Annotated Summary 4.1 0.88 ] 0.87

Table 2: Human evaluation scores of various unimodal and multimodal models
across different metrics.




ENGLISH QUESTION: Hedo doctor,For twio weeks, { nave been unbesrably itchy, | had a rash 10 go
ong with it that looked mara Ike little plague rashes but those have faded now.Please doctor 566
the current condition below | am left with super #chy skin that bumps up when | fich but fades
away after & whie. The itching is driving me insane. | have seen two doctoes and they have na clue
‘Wwhat i going on, just that it is not coMagious bacause my husband and kigs do not have it
TARGET SUMMARY: What couki be causing the patient's unbearably itchy skin with plaque-ike
rashes that fade and are not contagicus?The image shows the canditicn of skin rash. Round and
swolkan spots on the skin, red in color and multipde in the affected ares, IMAC
MODEL UNIMODAL MedSumm
(USING ONLY TEXT QUERY) (IMAGE + TEXT QUERY)
40-year-old famae with unbaarable | 70-year-0id make with unbaarable ikching, rash, and skin irrtation, No contagicn. The image
LLAMA-2  |;ciing rash, and bumps cn zon. No | 510 the condltion of skin rash. Round and swollan $p0ts on tha skin, red in color and
comag.iausn.ess. Condition : Eczema muRiple in the affected area. Littie sweling and dryness on the sion.
2 wesks of unbearable itching with a previous plaque rash, now fading, causing bumps and
What could be the cause af driving the patient mad. The image shows tha condition of skin rash. Round and swolen spots
unbesrable itching, 8 plaque rash, | 00 the skin, red n color and multipia in the affacted area. Clustar of such spots. Littie sweling
MISTRAL-7B and a skin condition that causes ard dryness on the spots. Possible skin irmtation or alergy causing the rash. The image
bumps and fades away? shows the condition of skin rash. Round and swollen spoets on the skin, red in color and
mutiple in the affected area. Cluster of such spots,
48-year-old female with unbearable itching, rash, and bumps on skin. The image shows the
10 gays of unbearable itching condition of skin rash. Round and swolen 5pots on the skin, red in color and multiphe in the
VICUNA-7B with a fading plaque rash, affectad area. Round and swolen spots on the skin, rad in color and multipke in the affacted
bumps that fade, and no area. Condition- It could be a falicuits or a bol. The exact diagnesis can be made anly by a
contaglon. doctar after 3 physical examination. The affectes ares needs to be cleaned with soap and
water and kept dry,
What could be the cause 2 weaks af unbearablke tching, rash that resembled plaque rash, bumps that fadge, and driving
ZEPHYR-7B- of unbearable itching, 3 me crazy. What could be the cause?The image shows the condition of skin rash. Round and
paque rash, and skdn swolen spots on the skin, red in color snd multiphe in the affected ares. Condition- skin rath
BETA bumps that fade away? Skin r3sh on tha leg's skin, red in coler and multiple circular sweling on the skin,
Tha circular swaling on tha skin Is red In color and swolen,
Descn:e"t‘ne 3”?“’";: ofa Whnat could be the cause of the itching and redness on tha skin? Tha iIMage shows the
FLAN-TS ednglesilple ol 08 candition of skin rash. The 5Kin I5 rad and swolen with Gttie ar no rash
and a bump on the shin.




Future work

® Incorporating severity information in the final generated summary.

® More modalities(Speech,Videos) and languages

® Extending the dataset to cover more medical conditions.




Conclusion

® First work on Multimodal Question Summarization in Healthcare.

® Curated two dataset MMQS and MMCQS for this task

® Proposed two models CLIPSyntel(pipeline) and MedSumm(Finetuning) for the task.
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Introduction

v"Inorder to assist online plant health care seekers through the intricacies of plant care, we aim to build plant care
assistant.

v" We build Plantational, a multi-modal, multi-turn plant care conversational dataset, which consists of around 1K
conversations.

v' We build EcoSage, a multi-modal plant care assisting dialogue generation framework, incorporating an adapter-
based modality infusion using a gated mechanism and train it on Plantational dataset.

v" We investigate efficacy of different LLMs and VLMs for plant care assistants.



Plantational Dataset

We build Plantational, a multimodal, multi-turn plant care conversational dataset consisting

of around 1K dialogues and 4900 uttefances.

We collaborated with botanists to create our dataset from online posts such as Reddit and

Houzz.

USER A: Hi - | have had this Deppea Splendens (Golden Fushcia) plant for 2 days. | put it in a clay pot & watered it (48 hours
ago). Walked into my office this morning & it is wilting already. | have never had a plant this delicate before apparently

R

)

USER B: If your plant's leaves are wilting, it may be due to one of the following reasons:

Over-Watering: Over-watering can lead to root rot..........., Under-Watering: Under-watering can cause the plant..........., Lack of
Light: A lack of light............ is getting enough light, Too Much Light: Conversely, too much light .........., Pests or Diseases: can
cause the plant’s .......... To solve the issue, you should: Check the soil moisture level.......... providing shade if necessary.

If pests or diseases are present, treat the plant with appropriate measures (e.g. insecticide, fungicide).

(a) Comments from the post : Help Deppea Splendens (2 days in)

USER: What could be the possible reasons for the wilting of the Deppea Splendens plant?

root rot. Under-watering causing the plant to lose moisture........................., Presence of pests or diseases.

USER: What steps can be taken to address the wilting issue of the Deppea Splendens plant?

AGENT: Check the moisture level of the of the soil and water the plant accordingly............ If pests or diseases are

[AGENT: There are several possible reasons for wilting leaves in plants, which may include: Over-watering, leading to
[ present, treat the plant with appropriate measures, such as using insecticide or fungicide.

) \S—-—y )

(b) Multi-turn conversation between a User and the Agent

Statistics Instances
#Dialogues 963
#Utterances 4914
#Unique Tokens (Distinct words)| 12,953
Average #Utterances 5.1
Maximum #Utterances 12
Minimum #Utterances 2
#Dialogues having images 796

Figure - Curated conversation from Plantational dataset. (a) Indicates original Reddit post;
(b) Converted Reddit post into a conversation between a User and the Agent.

Table - Statistics of the Plantational dataset.




EcoSage Model

We obtain visual embedding from VIiT and Qformer, project it and concatenate it with

textual embedding.

We insert LoRA modules inside Vicuna decoder and train it on Plantational dataset.

Multi-Head

damage to the

What causes the
birch tree ?

"T")""..'.._

Attention +
LoRA

IFENN

____________________________________________

Linear
and

Softmax

The damage to the birch tree is
caused by a sapsucker, which
is a type of woodpecker known
to feed on sap from living trees
like birches.

......................

Figure - EcoSage Model. “A” and “B” represents LoRA modules. We train LoRA and Linear projection layer (from visual encoder to text
decoder), while remaining model is frozen.



Results and Findings

ROUGE BLEU

Model R1 ®R2 RL | Bl B2 B3 Bl BLEU BERT-F1
zero-shot | 18.94 6.27 16.64| 8.01 3.41 1.95 0.36| 3.43 57.98
Flan | few-shot |22.29 7.46 19.86| 9.25 4.75 2.42 0.70| 4.28 59.71
fine-tune|29.80 14.61 26.63|16.43 11.12 8.58 3.91| 10.01 | 63.42
zero-shot |14.702 3.45 11.90| 6.71 2.19 0.95 0.35| 2.55 50.15
GPT-Neo| few-shot | 17.13 5.17 14.21| 8.37 3.30 1.60 0.73| 3.5 51.25
fine-tune|30.39 15.09 26.94|18.67 12.10 9.08 6.30| 11.53 59.59
zero-shot | 17.80 4.79 14.87| 7.96 2.81 1.29 0.51| 3.14 50.69
OPT | few-shot | 20.90 6.65 17.70(10.49 4.21 1.80 0.96| 4.36 52.72
fine-tune|29.07 16.44 26.27|18.64 13.47 10.39 6.33| 12.20 59.59
zero-shot | 19.84 5.29 16.28( 9.03 3.59 1.77 0.97| 3.84 55.49
Vicuna | few-shot | 20.33 5.09 16.46| 8.81 3.11 1.38 0.81| 3.52 55.26
fine-tune|30.34 16.24 27.20|18.35 12.66 9.98 6.49|11.87 | 61.13
zero-shot | 22.16 6.49 18.13|10.32 4.45 2.59 1.72| 4.77 56.64
EcoSage| few-shot | 19.97 5.83 16.52| 9.00 3.86 2.21 1.47| 4.13 54.30
fine-tune|25.35 11.76 21.77|14.07 8.37 5.65 3.95| 8.01 58.76

I Fluency [ Adequacy Informativeness [l Contextual Relevance [ Image Relevance
4
3
2
1
0
Flan T5 GPT-Neo OPT Vicuna EcoSage
Model

Table - Performances of different models for plant assistance response

generation

Figure - Human evaluation scores of different models based on
diverse metrics.

We find that LLMs face challenges in delivering satisfactory responses to user queries pertaining to plantation.
This underscores the necessity for LLMs to acquire more domain-specific knowledge about plants.

We find it essential to include semantic evaluation in addition to lexical evaluation, as we find that model having
lower BLEU score such as Vicuna achieves highest BERT-F1 score.
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Introduction

We try to access and analyse the
temporal understanding of LLMs

First extensive Benchmarking of LLMs
on temporal reasoning tasks.

We critically evaluate 8 LLMs and 2
code generation LMs across 6 temporal
datasets with 3 distinct prompting
techniques.

Research gquestions addressed in

the paper.

What is the general performance of
LLMs in Temporal Commonsense
Reasoning?

Are the models proficient across all
different temporal tasks?

Which temporal common sense
tasks present the  greatest
challenges?

Does the ambiguity in temporal
expressions affect model
performance?

How do models perform when they
need to reason about long time
frames, multiple events, or over
past and future events?



LLMs Considered

e In-Context Learning Models:
o Autoregressive models: GPT-J, GPT Neo, LLaMA, and OPT.
o Supervised Instruction Fine-tuned models: FLAN-T5, BLOOMZ,
Dolly, and GPT-3.5.
e Code Generation LMs:
o Models used: SantaCoder and CodeGen2.



Prompting Techniques Used

. Zero-shot Prompting: Basic form of prompting where the model generates a
response based on a given prompt without examples.

. Few-shot Prompting: Model is presented with two or more instances,
randomly selected for each label in the dataset, to generate a response.

. Chain-of-Thought (CoT) Prompting: Recently introduced technique
facilitating models to elucidate their thought process by providing few-shot
examples with explanations.

. Code Prompts: Utilizes code-like structures (e.g., Python) to prompt Code
Generation LMs for natural language tasks.



Datasets Used

MC-TACO: Determines the plausibility of a candidate answer in a given temporal context through
binary classification (yes/no).

TimeDial: Features over 1.1K carefully curated dialogues, testing understanding of temporal
commonsense concepts within presented events through multiple-choice cloze tasks.

TNLI (Temporal Natural Language Inference): Validates textual content by ascertaining its
temporal correctness using associated content as corroborating evidence.

WikiHow: Evaluates if steps provided for a goal are in the correct temporal order within a given
timeframe.

BIG-bench: Determines when an individual might have been available for an unscheduled activity
based on a sequence of finished events and their defined timeframes.

TimeQA: Involves answering time-sensitive questions, requiring understanding and reasoning
within a longer temporal context.



Results

MC-TACO TNLI TimeDial WikiHow BIG-bench TimeA
Few-shot | Zero-shot | Few-shot Zero-shot Few-shot | Zero-shot Few-shot | Zero-shot | Few-shot | Zero-shot Zero-shot
Model Acc Acc Acc Acc Acc Acc Acc Acc Acc Acc EM
GPT-3.5 0.8 0.75 (1}5%) 0.62 0.5 (|L12%) (.65 0.65 (=0%) 0.55 0.49 (|6%) 0.25 0.26 ({r19%) 0.1
FLAN-TS 0.7 0.74 ({+4%) 0.39 0.37 ({12%) 0.54 0.54 (=0%) 0.45 0.45 (=0%) 0.16 0.14 (]12%) 0.4
BLOOMZ 0.59 0.63 ({14%) 0.34 0.31 (|}3%) 0.49 0.46 (|3%) 0.53 0.46 (IL7%) 0.28 0,28 (=0%) -
Dolly 0.45 Q.52 (17%) 0.42 0.32 (J110%) 0.5 0.49 ([[1%) 0.45 0.44 (I} 1%%) 0.23 0.27 (+49%) 0
GPT-J 0.59 0.37 (1122%) 0.34 0.33 (|1%) 0.45 0.33 (1[12%) 0.46 0.45 (1[1%) 0.26 0.26 (=0%) -
GPT Neo 0.59 0.37 (]122%) 0.32 0.33 ({H19%) 0.49 0.48 ([L1%) 0.47 0.44 (113%) 0.26 0.27 (1+1%) -
LLaMA 0.65 0.65 (=0%) 0.32 0.32 (=0%) 0.5 0.35 (1L15%) 0.55 0.54 (|.19%) 0.28 0.18 (110%) 0.1
oPT 0.65 0.45 (1.20%) 0.33 0.35 (2% 0.5 0.49 ([L1%) 0.46 0.49 ({13%) 0.24 0.23 (11%) -

Performance of eight Large Language Models on six datasets, analyzed under two different prompting strategies.
"Acc" stands for Accuracy and "EM" corresponds to Exact Match. The percentage changes in accuracy
performance between Zero-shot and Few-shot prompting are indicated in parentheses. ( - suggests the data
instances exceed the LLM’s context limit; hence results cannot be determined.)



Results

MC-Taco TNLI TimeDial WikiHow | BIG-bench | TimeQA
Model Acc Acc Acc Acc Acc EM
GPT-3.5 | 0.82 (12%) | 0.46 (|L16%) | 0.7 (15%) | 0.54 (1%) | 0.67 HH o) 0.15
FLAN-T5 | 0.73 (13%) | 038 ([1%) | 0.54 (0%) | 0.48 (13%) | 0.21 (15%) 0.05
BLOOMZ | 0.45 (14%) | 0.36 ({12%) | 0.53 (14%) | 0.5 ({L3%) 0.3 {H"‘fc) .
Dolly 0.48 (13%) | 0.34 (/8%) 0.5(0%) | 047 ((12%) | 0.29 ({16%) 0

Performance of Instruction Tuned LLMs with CoT prompting strategy. The percentage changes in accuracy
performance between CoT and Few-shot prompting (from Table 3) are indicated in parentheses.

MC-TACO | TNLI | TimeDial | WikiHow | BlG-bench | Time(JA
Model Acc Acc Acc Acc Acc EM
GPT-3.5 0.5 0.45 0.49 0.45 0.29 0.1
SantaCoder 0.5 0.36 0.5 0.45 0.27 -
CodelGen2 .61 0.35 0.5 0.45 0.25 0.1

Performance of Code Generation LMs with Code prompts in Zero-shot setting. ( - suggests the data
instances exceed the LLM’s context limit; hence results cannot be determined.)



Our Findings

GPT-3.5 and FLAN-T5 demonstrate superior performance compared to other
LLMs under consideration.

Code Generation LMs are not temporal commonsense reasoners.

Strong performance of LLMs on event frequency, and duration tasks.

Mixed performance of LLMs on event ordering tasks.

Notable performance drop on understanding event temporal states.

LLMs struggle with specific event timings.

Reasoning about future events is more difficult than about past events.

LLMs perform better on temporal reasoning over longer timeframes.

LLMs have difficulty with temporal reasoning over longer context.

LLMs struggle with exact temporal expressions compared to ambiguous
ones.

LLMs struggle with understanding the states and orders of multiple events.



Future Directions

e Low resource setting
o  MEGA paper
o Instruct tuning for Indian setting
m Self-instruct
m Long-form
e Evaluation of LLMs
©  Human preferences

e Reducing computation
o  Reducing number of parameters

e Code-mixed VLM
e Detectability of LLM text (Counter Turing Test (CT2))

e Biasness study
o  Cultural knowledge
e Domain specific LLM
©  Medical LLM
o Legal LLM
Educational LLM
e Safety of LLMs

o Red teaming data set generation of LLMs
e Schedule of tasks amongst LLMs
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