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What are Large Language models??

● LLM (Large Language models):

○ LLMs are language models that are pre-trained on enormous amounts of text data 

present on the web.

○ A large language model can use the knowledge it has gathered during training to make 

predictions and create new content.

○ The most famous LLMs available out there are:

■ GPT-3 (openAI)

■ ChatGPT (openAI)

■ Claude (Anthropic)



What are Large Language models??

Image credits: https://babylm.github.io/index.html



History of Generative AIs



Image Credits: https://github.com/agencyenterprise/PromptInject

Rise of LLMs



Ethical issues of LLMs and AI

● Students are increasing their reliance on Chatgpt for completing their homework.

○ (https://www.businessinsider.in/tech/news/ceo-of-chatgpt-maker-responds-to-schools-

plagiarism-concerns-we-adapted-to-calculators-and-changed-what-we-tested-in-math-

class/articleshow/97147698.cms).

● The risks posed by the utilization of language models for malicious and deceptive campaigns

○ https://openai.com/blog/forecasting-misuse/

https://www.businessinsider.in/tech/news/ceo-of-chatgpt-maker-responds-to-schools-plagiarism-concerns-we-adapted-to-calculators-and-changed-what-we-tested-in-math-class/articleshow/97147698.cms
https://openai.com/blog/forecasting-misuse/


Ethical issues of LLMs and AI

● AI and Artists

○ Kelly McKernan filed a lawsuit against three AI 

companies: stable diffusion, midjouney, and 

Dreamup as these companies are using Kelly 

McKernan's name in their prompt to draw art 

that is very similar and indistingushable to Kelly 

McKernan.

■ https://www.newyorker.com/culture/infinite

-scroll/is-ai-art-stealing-from-artists

○ Another artist, GREG RUTKOWSKI mentioned 

that “Well I guess soon I won't be able to find 

my own work on the internet cause it will be 

flooded with AI stuff.”

https://www.newyorker.com/culture/infinite-scroll/is-ai-art-stealing-from-artists


Ethical issues of LLMs and AI

Image generated with 
prompt:
“A dinosaur fighting a 
robot”

Image generated with prompt:
“A dinosaur fighting a robot greg 
rutkowski”



Ethical issues of LLMs and AI
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Ethical issues of LLMs and AI



NLP and Bias



Bias in NLP embeddings

instances from the concept clusters of top 1, 000 female and top 1, 000 male associated words



Bias in Pre-LLM models

Bias in OpenAI’s medium-sized GPT-2 

model.



Bias in Google Translate



LLMs and Bias



Bias in LLMS



Casteist problems in LLMs

Disparities in stereotypical biases 

between the Indian and U.S. contexts



Gender Bias in LLMs

Kelly is described as a warm 

and likable person (e.g. well-

liked member) whereas Joseph 

is portrayed with more 

leadership and agentic 

mentions (e.g. a natural leader 

and a role model).



Difficulty in Understanding Neo-Pronouns



Bias in text to image models

Comparing model generation and training 

data for different professions (e.g. 

engineer), the model clearly seems to 

amplify bias by going from 25% female in 

training images to 9% female in generated 

images.





Contributions

● A novel task of Multimodal Medical Question Summarization for generating medically 

nuanced summaries.

● A novel dataset, MMQS Dataset, to advance the research in this area.

● A novel metric MMFCM to quantify how well the model captures the multimodal 

information in the generated summary.

● A novel framework, ClipSyntel that harnesses the power of CLIP and      LLMs to 

generate final summary.



Dataset(MMQS)
● Used  existing Healthcare Magic Dataset (Mrini et al.2021)

● 3015  Clinical Question and Summary Pairs.

● 587 unique Images

● Broad Categories: ENT, EYE, LIMB, SKIN

● Images and Final Summary are verified and updated by medical expert.



Categorization of Dataset



Medical  Disorder Identification Module

● CLIP Accuracy: The CLIP model yields an accuracy of 84%.

● Enhanced Accuracy: When incorporating the top 3 most probable disorders and context 

through the LLM, the accuracy is improved to 87% in a zero-shot setup.



Context Generation Module

Input:Identified Medical Disorder          Output:Corresponding Output

● Use Prompts to Generate Context(LLM Used:GPT-3.5)



Context Filtration Module

● Removes out of context knowledge generated by the last module.

● Use Imagebind to calculate the similarity between each sentence and image.



Model Architecture



Performance on Evaluation Metrics



Human Evaluation Metrics

● Clinical Evaluation Score(1-5)

● Factual Recall

● Omission Rate

● MMFCM Score(Our proposed)



Future Work

● More languages (especially Indic Languages ) could be explored.

● More medical symptoms can be explored and extend the dataset .

● More  complex modalities like videos can be  incorporated for this task.





Contributions

● Task: Multimodal Medical Question Summarization in Hindi-English CodeMixed setup

● Dataset:  MMCQS dataset was introduced for this task

● A novel framework,  MedSumm that harnesses the power of vision encoders and   LLMs to generate final 

summary.



Dataset(MMCQS)
● MMQS is translated to Codemixed Hindi-English text

● Few Shot  Prompting is used for the translation task .

● The Code Mixing Index of the generated summaries is around 30.5





Model 

● ClipSyntel like pipeline structure was not working for Hinglish Text.

● Need end to end fine tuning .

● Combine Visual Encoders(ViT) with LLM

● PeFT Finetuning using QLoRA was used.



Model Architecture









Future work

● Incorporating severity information in the final generated summary.

● More modalities(Speech,Videos) and languages

● Extending the dataset to cover more medical conditions.



Conclusion 

● First work on Multimodal Question Summarization in Healthcare.

● Curated two  dataset  MMQS  and MMCQS  for this task

● Proposed two models CLIPSyntel(pipeline) and MedSumm(Finetuning) for the task.
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Introduction
 In order to assist online plant health care seekers through the intricacies of plant care, we aim to build plant care 

assistant.

 We build Plantational, a multi-modal, multi-turn plant care conversational dataset, which consists of around 1K 

conversations. 

 We build EcoSage, a multi-modal plant care assisting dialogue generation framework, incorporating an adapter-

based modality infusion using a gated mechanism and train it on Plantational dataset.

 We investigate efficacy of different LLMs and VLMs for plant care assistants. 



Plantational Dataset 

t 
We build Plantational, a multimodal, multi-turn plant care conversational dataset consisting 

of around 1K dialogues and 4900 utterances.  

We collaborated with botanists to create our dataset from online posts such as Reddit and 

Houzz.

Figure - Curated conversation from Plantational dataset. (a) Indicates original Reddit post; 

(b) Converted Reddit post into a conversation between a User and the Agent. 
Table - Statistics of the Plantational dataset. 



EcoSage Model

Figure - EcoSage Model. “A” and “B” represents LoRA modules. We train LoRA and Linear projection layer (from visual encoder to text 

decoder), while remaining model is frozen.

We obtain visual embedding from ViT and Qformer, project it and concatenate it with 

textual embedding.

We insert LoRA modules inside Vicuna decoder and train it on Plantational dataset.



Results and Findings

Table - Performances of different models for plant assistance response 

generation 

Figure - Human evaluation scores of different models based on 

diverse metrics. 

We find that LLMs face challenges in delivering satisfactory responses to user queries pertaining to plantation. 
This underscores the necessity for LLMs to acquire more domain-specific knowledge about plants. 

We find it essential to include semantic evaluation in addition to lexical evaluation, as we find that model having 
lower BLEU score such as Vicuna achieves highest BERT-F1 score.



EMNLP 2023

Do Language Models Have a Common Sense regarding Time? 
Revisiting Temporal Commonsense Reasoning in the Era of 

Large Language Models

Reference: https://aclanthology.org/2023.emnlp-main.418/

https://aclanthology.org/2023.emnlp-main.418.pdf
https://aclanthology.org/2023.emnlp-main.418/


Introduction

● We try to access and analyse the

temporal understanding of LLMs

● First extensive Benchmarking of LLMs

on temporal reasoning tasks.

● We critically evaluate 8 LLMs and 2

code generation LMs across 6 temporal

datasets with 3 distinct prompting

techniques.

Research questions addressed in 

the paper.

● What is the general performance of

LLMs in Temporal Commonsense

Reasoning?

● Are the models proficient across all

different temporal tasks?

● Which temporal common sense

tasks present the greatest

challenges?

● Does the ambiguity in temporal

expressions affect model

performance?

● How do models perform when they

need to reason about long time

frames, multiple events, or over

past and future events?



LLMs Considered

● In-Context Learning Models:

○ Autoregressive models: GPT-J, GPT Neo, LLaMA, and OPT.

○ Supervised Instruction Fine-tuned models: FLAN-T5, BLOOMZ,

Dolly, and GPT-3.5.

● Code Generation LMs:

○ Models used: SantaCoder and CodeGen2.



Prompting Techniques Used

1. Zero-shot Prompting: Basic form of prompting where the model generates a 

response based on a given prompt without examples.

2. Few-shot Prompting: Model is presented with two or more instances, 

randomly selected for each label in the dataset, to generate a response.

3. Chain-of-Thought (CoT) Prompting: Recently introduced technique 

facilitating models to elucidate their thought process by providing few-shot 

examples with explanations.

4. Code Prompts: Utilizes code-like structures (e.g., Python) to prompt Code 

Generation LMs for natural language tasks.



Datasets Used 

MC-TACO: Determines the plausibility of a candidate answer in a given temporal context through

binary classification (yes/no).

TimeDial: Features over 1.1K carefully curated dialogues, testing understanding of temporal

commonsense concepts within presented events through multiple-choice cloze tasks.

TNLI (Temporal Natural Language Inference): Validates textual content by ascertaining its

temporal correctness using associated content as corroborating evidence.

WikiHow: Evaluates if steps provided for a goal are in the correct temporal order within a given

timeframe.

BIG-bench: Determines when an individual might have been available for an unscheduled activity

based on a sequence of finished events and their defined timeframes.

TimeQA: Involves answering time-sensitive questions, requiring understanding and reasoning

within a longer temporal context.



Results

Performance of eight Large Language Models on six datasets, analyzed under two different prompting strategies.
"Acc" stands for Accuracy and "EM" corresponds to Exact Match. The percentage changes in accuracy
performance between Zero-shot and Few-shot prompting are indicated in parentheses. ( - suggests the data
instances exceed the LLM’s context limit; hence results cannot be determined.)



Results

Performance of Instruction Tuned LLMs with CoT prompting strategy. The percentage changes in accuracy 
performance between CoT and Few-shot prompting (from Table 3) are indicated in parentheses.

Performance of Code Generation LMs with Code prompts in Zero-shot setting. ( - suggests the data 
instances exceed the LLM’s context limit; hence results cannot be determined.)



Our Findings
● GPT-3.5 and FLAN-T5 demonstrate superior performance compared to other

LLMs under consideration.

● Code Generation LMs are not temporal commonsense reasoners.

● Strong performance of LLMs on event frequency, and duration tasks.

● Mixed performance of LLMs on event ordering tasks.

● Notable performance drop on understanding event temporal states.

● LLMs struggle with specific event timings.

● Reasoning about future events is more difficult than about past events.

● LLMs perform better on temporal reasoning over longer timeframes.

● LLMs have difficulty with temporal reasoning over longer context.

● LLMs struggle with exact temporal expressions compared to ambiguous

ones.

● LLMs struggle with understanding the states and orders of multiple events.



Future Directions
● Low resource setting

○ MEGA paper
○ Instruct tuning for Indian setting

■ Self-instruct
■ Long-form

● Evaluation of LLMs
○ Human preferences

● Reducing computation
○ Reducing number of parameters

● Code-mixed VLM
● Detectability of LLM text (Counter Turing Test (CT2 ))
● Biasness study

○ Cultural knowledge

● Domain specific LLM
○ Medical LLM
○ Legal LLM

Educational LLM

● Safety of LLMs
○ Red teaming data set generation of LLMs

● Schedule of tasks amongst LLMs
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